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Abstract 

 

  Image clustering is a crucial but challenging task in 

machine learning and computer vision. Existing 

distance measure methods for vectors are also essential 

and important in image clustering. The structure of the 

feature forms as the vectors and then different types of 

distance measures are applied in image clustering to get 

successful image groups for information management. 

To highlight the different type of distance measure 

methods, we propose to perform comparative analysis 

of distance measurements in image clustering. In this 

comparative study, Gray Level Co-occurrence Matrix 

(GLCM) Feature and K-means Clustering algorithms 

with different distance measure methods are used to 

compare the clustering results according to different 

distance measurements. The main output of proposed 

system is the number of image clusters. In experiment, 

clustering results are measured by means of clustering 

accuracy or purity and performed on the Brodatz 

texture images dataset to show the properties of 

different distance measurements for image clustering. 

Keyword: Image Clustering; GLCM feature; K-means 

clustering; distance measure methods, Brodatz texture 

image dataset; 

 

1. Introduction 

 

 Image clustering is a fundamental machine learning 

and vision data analysis tool. Different applications such 

as image annotation on content and image retrieval can 

be interpreted as different image clustering examples. 

Technically, the image clustering process is the 

aggregation of images into clusters such that images in 

the same clusters are distinct from one another. 

 According to literature, the use of spatial contextual 

information in the image data is proposed using a spatial 

fuzzy clustering algorithm. A new dissimilarity index 

takes into account the effect of the neighboring pixels 

on the middle pixel of a 3-3 window is used as the main 

feature of their process. For non-homogeneous areas of 

the image, the algorithm adapts to the image material so 

that its effect on the next pixels is minimized. An 

overlapping cluster scheme is proposed that blends two 

clusters depending on their similarity and overlap. This 

integration scheme allows the automated identification 

of an optimal number of clusters as iteration progresses. 

Experimental tests with simulated and actual photos 

revealed that the proposed algorithm is more sounds-

tolerant than the traditional c-means algorithm [2], 

which addresses uncertainty in classification and 

dealing with various cluster types and sizes. 

 To construct image classes an image clustering 

technique is built based on the Particle Swarm 

Optimizer (PSO). The algorithm distinguishes the 

centers of a particular consumer cluster with a 

comparable number of clusters. The suggested grader of 

images was used with biological, MRI and satellite 

images to demonstrate its wide range of applicability. 

Experimental tests indicate that the PSO classification 

picture fits better than the most sophisticated categories 

of photography: Fuzzy C-means, K-means, Genetic 

Algorithms and K-harmonic means. It also shows the 

effect of various PSO control parameter values on 

output [4]. 

 For clustering by local discriminating and regional 

integration (LDMGI), a new image clustering algorithm 

is provided. For every data point, we create a local 

clique containing this data point and its corresponding 

data points in order to deal with the data points collected 

from a non-linear multiplier. Driven by the Fisher 

criteria, a local discriminant model is used to determine 

the grouping efficiency of samples within the local 

clique for each local clique. We also suggest a single 

purpose functionality to incorporate functional versions 

with all functional cliques globally to achieve the 

clustering outcome. LDMGI is comparable to other 

clustering approaches in experiments and LDMGI is 

much better than NCut according to algorithmic 

parameters [1]. 

 There has been a lot of literature work on the 

clustering of images [3, 5, 6, 7, and 8]. Various 

strategies for clustering, including K-means, 

agglomerative clustering etc. were historically studied. 

Although they have succeeded in data clustering, 

conventional methods rely on fixed distance metrics, for 

example, auto encoding [4] and auto-encrypting 

variance bays, which are hard to find unattended 

feature-learning methods for studying images that are 

included in cluster images. Technically, they follow a 

multi-stage pipeline which initially trains deep neural 

networks using unregulated methods and utilizes 
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conventional clustering methods for images as post 

processing. Moreover distance measure methods are 

also fundamental in image clustering and influent in 

output results. According to these concepts in image 

clustering, this paper motivated to highlight the 

important of distance measure methods in image 

clustering by using GLCM features with K-means 

clustering for image clustering. 

1.1 Motivation 

 High volume image data has been created with the 

development of the image capture system. Gathering 

images into appropriate group to disclose relevant 

details is a difficult and significant problem in image 

analysis. Mathematical distance measurements for 

vectors play a very important role in image processing 

and development image clustering. Texture image 

clustering is a well-established technique for evaluating 

the mechanical and physical properties of distance 

measure and texture feature. By performing texture 

image clustering, we can highlight the important of 

distance measure and properties of texture feature in our 

research work. Our research work develop to proposed 

comparative study of different distance measurements in 

texture image clustering by using Gray Level Co-

occurrence Matrix (GLCM) Feature and K-means 

Clustering algorithm to highlight the important of 

different distance measurements in image processing 

techniques. 

 In this paper, there are six sections. Introduction and 

system overview are presented in section I and section 

II respectively. The description of GLCM and K-means 

clustering are present in section III. The different types 

of distance measure in this analysis are shown in section 

IV. The dataset description and experimental results are 

presented in section V. Finally, conclusion is presented 

in section VI. 

 

2. System Overview 

 

 Our research aims to use GLCM and K-means with 

various measurements to test the properties of these 

measures and to apply them to content-based image 

retrieval. Figure 1 displays the flow diagram for the 

image clustering. The system is composed of two main 

parts: extraction and clustering of images.  

  
Figure 1. Flow of System Overview 

 

 In Figure 1, the image dataset consists of all images 

in the Brodatz texture images array, and from each 

image is extracted the GLCM function. For each image 

the extracted feature is clustered using K-means 

clustering algorithm in the image clustering stage. The 

final image clustering system output is image groups 

which have similar images within a group. 

 

3. Feature Extraction and Image Clustering 

 This section presents the feature extraction and 

image clustering stages of overview system. Gray Level 

Co-occurrence Matrix (GLCM) is used in feature 

extraction stage while K-means clustering algorithm is 

used in image clustering stage. GLCM is the pixel co-

occurrence based texture feature and is widely used in 

texture analysis. 

 Feature Extraction helps to reduce the number of 

features in a dataset by generating new features from the 

current images and discarding the original images 

afterwards. Then these extracted features should be able 

to sum up much of the details found in the original 

image package. In this way it is possible to construct a 

condensed version of images called features from a 

combination of the original image properties. 

 Under Unsupervised Machine Learning K-means is 

a clustering algorithm. It is used to classify a group of 

data points into clusters where they are identical in 

points within one cluster. K-Means for Image Clustering 

is one of the common Unsupervised Image Processing 

Algorithms. K-means h performs better than other 

density-based, expectation-maximization clustering 

algorithms. It is one of the robustness methods in image 

processing methods, particularly for image clustering, 

segmentation and image annotation. 

 

3.1. Gray Level Co-occurrence Matrix (GLCM) 

 

 GLCM is measured for the distance and angle of a 

chosen pair. The reason of choosing the Gray Level Co-
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occurrence Matrix (GLCM) Feature is that GLCM is the 

best texture feature in texture analysis. Since our texture 

analysis is performed on Brodatz texture images dataset, 

GLCM Feature is chosen to use in our comparative 

study for different distance measure in texture image 

clustering. 

 The relative frequencies of a pair of each reference 

pixel and its neighboring pixels are determined for a 

certain pair of size, d and angle. In order to get a 

normalized matrix, the matrix thus obtained is divided 

by sum of all the frequencies [9]. For different offsets 

multiple GLCMs can also be measured. These offsets 

describe pixel relationships with respect to specific 

direction and distance between a reference pixel and its 

neighboring pixels. In these eight angle values the angle 

value can be defined: 0, 45, 90, 135, 180 ... 315 and the 

distance value can be defined as any positive integer: 

1,2, ... and so on. Similar distance and angle values 

perform as separate offsets. Also, the various offsets 

may produce various GLCMs for an image. Figure 2 

displays the different GLCMs for a texture image. Four 

different types of offsets (d, ) are included in this 

Figure 2, (1,0), (1,45), (1,90), and (1,135). 

 In Figure 2, 8 gray scale levels is used to get the 

standard image (SI) and then GLCMs are created form 

this standard image (SI) according to offsets (d,). In 

this system, since we use 4 offsets, four GLCMs are 

obtained. After getting GLCMs, we derive statistics 

form each GLCM called contrast, correlation, energy 

and homogeneity. The mathematical formulas of these 

statistics values are [10]: 

contrast = ∑ ∑ (m − n)2G(m, n)M
n=1

M
m=1  (1) 

correlation = ∑ ∑
(m−μm)(n−μn)

σm.σn

M
n=1

M
m=1  (2) 

energy = ∑ ∑ G(m, n)2M
n=1

M
m=1  (3) 

homogeneity = ∑ ∑
G(m,n)

1+(m−n)2
M
n=1

M
m=1  (4) 

where G is the GLCM with co-occurrence of 8 levels 

with m=n= (1, 2,8) and G (m, n) means the count of co-

occur of level m and level n in GLCM matrix, μm is the 

mean value of co-occurrence count of level m, μn is the 

mean value of co-occurrence count of level n, σm is the 

variance value of co-occurrence count of level m and σn 

is the mean value of co-occurrence count of level n. 

Figure 3 shows the calculation of μm, μn, σm and σn of a 

GLCM.  

 In this system, 4 offsets are used to generate 4 

GLCMs. There are 4 statistical values for each GLCMs 

and hence, the length of GLCM feature for an image is 

16 (4 x 4). The extracted features are used in K-means 

clustering to produces image clusters for image 

grouping. 

 

 

 
Figure 2. Extraction of GLCM feature from Bark texture image 
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Figure 3. GLCM matrix G (m,n) and calculation of  

mean and variance values for m and n 

 

3.2. K-Means Clustering Algorithm 

 

Texture analysis is the tasks that perform analysis of 

texture feature by using supervise or unsupervised 

machine learning algorithms. Texture analysis includes: 

texture image classification, texture image clustering 

and texture image segmentation. Texture image 

clustering is the challenging task in image processing 

that are widely used in many image processing based 

application such as image retrieval, duplicate image 

detection and similar image grouping [7, 8]. The reason 

of choosing the Gray Level Co-occurrence Matrix 

(GLCM) Feature and K-means Clustering algorithms 

with different distance measure methods in our research 

work is to highlight the important of mathematical 

based distance measure in image processing of texture 

analysis. 

K-means algorithm is an iterative algorithm that tries 

to divide the dataset into predetermined K non-

overlapping (cluster) sub-groups where every dataset is 

a pure group. It seeks as close as possible to the data 

points of the inter-clusters, while holding the clusters as 

distinct as possible. Info points are allocated to a cluster, 

such that the distance between the data points and the 

middle of the cluster (arithmetic means of all data points 

in this cluster) is minimized as much as possible. The 

fewer cluster differences, the more (like) uniform in the 

same cluster the data points. The flow of K-means 

algorithm is as follow [12]: 

(i). Pre-defined the value of K for the number of 

clusters. 

(ii). Randomly choose the initial centroid for each 

cluster. 

(iii). Set the objects to the closest clusters according to 

distance value. 

(iv). Recalculate new cluster centroid (cluster center) 

to represent the cluster. 

(v). If the cluster centroid is change, go to step 2 and 

create clusters and recalculate new cluster 

centroids again. Otherwise, the clusters from the 

steps are the final output clusters for the K-means 

algorithms. 

The flow of K-means algorithm is shown in Figure 

4.  

 
Figure 4. Flow of K-means Algorithm 

In Figure 4, step 3 used distance measure or 

similarity measure to set the objects to the closest 

clusters. In step 3, all of the objects need to calculate the 

distance between centroids. For example, the value of K 

is 5 and there are 5 centroids values that are randomly 

choose. Each object from dataset needs to calculate 

distance between each centroid.  

If the distance between object and centroid 2 has 

the minimum value, this object moves to cluster 2 (this 

object becomes the member of group 2). Typically, 

Euclidean distance measure use in K-means algorithms 

to cluster images. Our main focus is to use different 

distance and similarity measure methods in step 3 of K-

means algorithms to show the properties of these 

measure methods in image clustering. 

 

4. Different Distance measurements in 

Image Clustering 

 

 Choosing distance measures is an important step for 

the clustering of images. It determines how the 

similitude of two elements (x, y) is determined and will 

affect cluster form. Euclidean distance, Manhattan 

distance, Minkowski distance, cosine similarity and 

humming distance etc. are the classical methods for 

distance measurements. Euclidean distance, Pearson 
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correlation distance, and cosine similarity are used in 

our comparative analysis with GLCM feature in K-

means algorithms. The mathematical formula of 

Euclidean Distance measure is as follow [11]: 

𝑑𝑖𝑠𝑡𝐸(𝑖, 𝑗) = √∑ (𝑖𝑓 − 𝑗𝑓)2𝐹
𝑓=1  (1) 

where F is the length of feature vector i and j. Example 

calculation of Euclidean distance are shown in Figure 5. 

In this example, the distance between vector x and three 

centroids are calculate to set the vector x to the closest 

cluster. After calculation of Euclidean distances, the 

vector x move to the cluster 1 because the distance 

between vector x and c1 has the minimum distance 

value. 

The mathematical formula of Pearson Correlation 

Distance is as follow [13]: 

𝑑𝑖𝑠𝑡𝑃(𝑖, 𝑗) = 1 −
∑ (𝑖𝑓−𝑖)(𝑗𝑓−𝑗)𝐹

𝑓=1

√∑ (𝑖𝑓−𝑖)2𝐹
𝑓=1  .  √∑ (𝑗𝑓−𝑗)2𝐹

𝑓=1

 (2) 

where ¯i and ¯j are the mean value of vector i and j. 

Example calculation of Pearson correlation distance are 

shown in Figure 5. After calculation of Pearson 

Correlation distances, the vector x move to the cluster 1 

because the distance between vector x and c1 has the 

minimum distance value. 

The mathematical formula of Cosine Similarity is as 

follow [14]: 

𝑠𝑖𝑚𝑐𝑜𝑠(𝑖, 𝑗) =
∑ (𝑖𝑓 .  𝑗𝑓)𝐹

𝑓=1

√∑ (𝑖𝑓)2𝐹
𝑓=1  .  √∑ (𝑗𝑓)2𝐹

𝑓=1

 (3) 

After calculation of Cosine similarities, the vector x 

move to the cluster 1 because the distance between 

vector x and c1 has the highest similarity value as 

shown in Figure 5. 

 

5. Dataset and Experimental Results 

 

 This section describes the description of texture 

dataset used in this analysis and structure of experiment 

results according to clustering accuracy. 

 

 

 
Figure 5. Example Calculation of Euclidean distance, Pearson correlation distance and Cosine similarity  

 

5.1 Brodatz Texture Images Dataset 

 

 Brodatz Texture Images Dataset is the standard 

dataset and purposed for texture analysis including [15]: 

texture image classification, texture image clustering 

and texture image retrieval. In this system, there are 13 

types of texture image clusters and each cluster contains 

96 images. All of the images in each cluster have zero 

rotation degree and size is 128 x 128 in gray scale 

image with .tiff format. The 13 types of clusters are: 
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water, bark, weave, wood, wool, raffia, sand, straw, 

brick, pigskin, bubbles, grass and leather. The sample 

images from Brodatz dataset are shown in Figure 6. 

 
Figure 6.  Sample images from Brodatz Texture 

Image Dataset 

 

5.2 Experimental Results 

 

 Clustering accuracy or Purity is measured to show 

the performance of clustering. The clustering are 

performed on the Brodatz dataset with GLCM feature 

and K-means clustering, and different type of distance 

measurements are used in K-means clustering to 

highlight the important of distance measure in image 

clustering.  

 Purity is measure to show how each cluster has miss 

clustering (non-members) objects and error in 

clustering. The highest value of purity value means this 

clustering has a little small error in clustering and this 

cluster is good cluster. The value of Purity is between 0 

and 1 and the best cluster has the highest value of purity 

closed to 1. The mathematical formula of Purity is [16]: 

Purity =
∑  Max (ci∩gi)C

i=1

N
 (4) 

Table 1: Purity for different distance measures in K-

mean clustering with K=3 

Measu

remen

t 

C1 C2 C3 G1 G2 G3 Purity 

Euclid

ean 
94 98 96 

96 96 96 

0.9930 

Pearso

n 
93 97 98 

0.9548 

Cosine 94 94 100 0.9583 

Table 2: Purity for different distance measures in K-

mean clustering with K=4 
Meas

urem

ent 

C1 C2 C3 C4 
G

1 

G

2 

G

3 

G

5 
Purity 

Euclid

ean 
94 98 82 96 

9

6 

9

6 

9

6 

9

6 
0.9583 

Pears

on 
84 97 95 

10

8 
0.9661 

Cosin

e 

10

4 
85 95 

10

0 
0.9687 

In Table 1 and Table 2, C1, C2, C3 and C4 are the 

resulted cluster from K-means clustering according to 

different distance measurements. With the value of K is 

3, Euclidean distance measure has the highest purity 

value while Person correlation distance has the highest 

purity value with K=4. 

Table 4: Purity for Euclidean distance measures in 

K-mean clustering with K=5, 6… 13 

Measurement K Purity 

Euclidean 

5 0.858333 

6 0.8667 

7 0.8956 

8 0.8794 

9 0.8921 

10 0.8852 

11 0.8804 

12 0.8502 

13 0.85441 

Average 0.873594 

Table 5: Purity for Pearson Correlation distance 

measures in K-mean clustering with K=5, 6… 13 

Measurement K Purity 

Pearson Correlation 

5 0.9744 

6 0.9737 

7 0.9745 

8 0.9621 

9 0.96112 

10 0.9221 

11 0.9211 

12 0.9097 

13 0.8921 

Average 0.903424 

Table 6: Purity for Pearson Correlation distance 

measures in K-mean clustering with K=5, 6… 13 

Measurement K Purity 

Cosine 

0.9677 0.9784 

0.9564 0.9237 

0.9471 0.9145 

0.954 0.9021 

0.9322 0.90112 

0.9221 0.8921 

0.9164 0.8911 

0.9038 0.8897 

0.9013 0.8521 

Average 0.90498 

In Table 3, the purity values of Euclidean distance 

measure according to the value of K from 5 to 13. The 

purity values of Pearson correlation and Cosine 

similarity are also shown in Table 4 and Table 5. 
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5.3.Results and Discussion 

In experiment, the number of cluster for each 

experiment are 3, 4, 5, …, 13 and the main significant 

difference are number of images between clusters (C1, 

C2, C3, …) and Groups (G1, G2, G3, …). Clusters are 

generated by K-means clustering algorithm. Groups are 

ground truth clusters already defined in Dataset. 

According to experimental results in Table 4 to Table 6, 

the highest purity value of Euclidean distance is 

0.858333, and Pearson Correlation and cosine similarity 

are 0.9744 and 0.9784 when the value of K is 5. Hence, 

the small clustering has the good purity value. Pearson 

correlation distance measure has the good clustering 

results because it has highest average purity values over 

different values of K. Since Person Correlation distance 

considers the mean values each vector, it has the better 

measurement in distance measure. According to our 

comparative study of these there distance measure 

methods, K-means clustering with Pearson Correlation 

distance can lead to better clustering results in image 

clustering. 

6. Conclusion 

To highlight the important of mathematical based 

distance measure in image processing of texture 

analysis, the comparative study of distance measures in 

texture image clustering using GLCM and K-means 

clustering algorithm are performed. Both the GLCM 

function and the K-means clustering algorithm are 

useful when clustering texture images. With four 

separate offset, the GLCM features are extracted from 

an image to reflect the surface texture state of an image 

in numerical representation. Our key focus in this paper 

is to conduct a comparative analysis on the Brodatz 

Texture Images Dataset for image clustering of various 

distance measurements. K-means clustering efficiency 

for various distance approaches is calculated by the 

purity or clustering accuracy measurements. Our studies 

show that Pearson Correlation outperforms other 

methods of distance measuring (Euclidean and Cosine 

similarity) and that Pearson Correlation is even more 

resilient to K value compared to two other methods. In 

the future, we will explore how to extract more selective 

image features to further boost the clustering efficiency 

as well as research different forms of clustering 

algorithms for image clustering in Data Mining. 
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